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Abstract

Due to the energy constraints of sensors owing to the limitation of their built-in batteries, the lifespan of Wireless Sensor Networks
(WSNs) are significantly affected. These particular ad-hoc networks have a huge number of applications including surveillance and
target tracking. Unfortunately, since sensor nodes are limited in terms of power resources, efficient utilization of these resources is
an important goal to design power-aware WSNs. This led researchers to propose numerous methods, such as clustered WSNs, in
order to effectively manage the power resources. In this work, we proposed a heuristic clustering based on the hypergraph theory,
and called HyperGraph Clustering (HGC) that aims at optimizing the energy of sensor nodes. Theoretical evaluation highlighted
that this clustering protocol consumed less energy during the cluster formation phase and the selection of the cluster head. In
addition, we evaluated the performance of the proposed HGC and the results showed the effectiveness of our scheme to those we
compared in terms of the number of nodes alive, residual energy and the total consumption of the network.
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1. Introduction

1.1. Background
With the recent advances of Micro Electro Mechanical Sys-

tems, especially in semiconductors’ technologies that led to
the design of smart sensors, networking, and material science
technologies have enabled a significant shift in Wireless Sensor
Network (WSN) [1, 2]. The new wave of research in WSNs
has been attracting more attention, especially in networking
techniques suitable for highly dynamic ad hoc environments.
Therefore resource-constrained sensor nodes have been the fo-
cus [3].

Furthermore, a WSN is a paradigm of Internet of Things
(IoT) that comprises tens to thousands of battery power-limited
devices called wireless sensors, spatially dispersed over an en-
vironment and which are interconnected through a wireless
medium. Indeed, a sensor node is an electronic device com-
posed of a sensing unit for detecting events or changes in its
environment, a processing unit for processing the collected in-
formation, a communication unit for transmitting information
and a power supply unit [4]. These features are also driving the
ubiquitous deployment of large-scale WSNs [5].

Moreover, due to their convenient deployment and self-
organization features, WSNs have been designed and imple-
mented for several applications such as environmental or habi-
tat tracking, home automation, healthcare, medical systems,
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traffic management, and smart battlefields [6]. Furthermore,
despite its large applications, WSN faces several problems in-
cluding security, fault tolerance, data redundancy, data trans-
mission, and energy efficiency [7]. The redundancy is gener-
ally due to the random, and dense deployment of sensor nodes,
which may generate redundant data while fault-tolerant and
data transmission mechanisms aim at improving the lifetime of
WSN [8]. In addition, the need to design a suitable security
mechanism for WSNs aims at addressing the major attacks on
WSNs such as hijacking, eavesdropping, rushing and disruption
[4, 9]. While fault-tolerant mechanisms are required in a case
where due to harsh conditions, some nodes can discontinue op-
eration given to the malfunctioning and physical damage that
lead to the loss of important data.

However, according to the generally harsh environment of
the deployment of some WSNs’ applications, it is not possi-
ble to change a sensor battery. Indeed, in a given WSN, the
gathered information on sensors is processed and transmitted to
one or more Base Stations (BS) and eventually remote locations
for analysis purpose. Thus, sensors consume energy while pro-
cessing and transmitting the gathered data to another sensor or
to the BS; and also when receiving data from a neighbor sensor.
In other words, in WSNs, communication and network manage-
ment protocols consume more energy [10]. Therefore, energy
utilization of the limited power supply of sensors, which de-
pends on the way traffic flows from sensors to BS as well as the
choice of hopping between sensors, is the most important factor
in the design and deployment of WSNs. Thus, avoiding sensor
power wastage while gathering data from a WSN becomes the
key challenge responsible for enhancing the network lifetime.
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As one of the most important energy control mechanism is
WSN, clustering has significantly improved the performances
of sensor networks in numerous applications that enable data
dissemination and aggregation. According to the successful
topology design and control technique as well as data dissem-
ination and aggregation allowed by clustering, a number of re-
searches adopted this technique in order to significantly im-
prove performances in numerous applications that require gath-
ering data from WSNs. Concretely, in a clustered WSN, sensors
are separated into a number of groups called clusters [11, 12] in
which data gathering and transferring occurs. Each cluster has
a number of cluster members, i.e., sensors and a cluster leader
called Cluster Head (CH). It is responsible for collecting gath-
ered data from its members in an intra-cluster communication
way and can cooperate with other CHs to report data to a BS by
adopting an inter-cluster communication. However, since the
CHs have in the most cases the same features with the other
cluster members, selecting CHs appropriately is needed to con-
serve the energy and therefore prolong the network lifetime.
Indeed, unbalanced energy consumption on CHs may cause a
quick death of nodes and thus cut down the lifetime of the net-
work [13]. This work aims at addressing the life time max-
imization problem by tackling the network traffic and nodes’
energy consumption issues.

1.2. Author’s contribution

The purpose of this paper is to address the problem of the
WSN lifetime by adopting the clustering. We formulated the
k-clustering as a k-partitioning graph theory problem. We
proposed a clustering scheme called HGC based on hyper-
graph concepts. We evaluated the performance and compared it
with the Particle Swarm Optimization Clustering (PSO-C) [14],
Energy-Balanced Unequal Clustering (EBUC) [15], and the
particle swarm optimization based unequal and fault-tolerant
clustering protocol (PSO-UFC) [16]. In brief, our contributions
can be summarized as follows:

• Hypergraph theory formulation of the k-clustering prob-
lem.

• Proposition of a heuristic to partition nodes into clusters.

• CH selection that guarantees the balance of the loads and
energy.

• Definition of a multi-hop routing tree that minimized the
packet loss ratio.

• Simulation and comparison of the proposed scheme.

1.3. Organization of the paper

The rest of the paper is organized as follows: Section 2 sur-
veys the schemes proposed in the literature to improve the WSN
lifetime; we describe the key concepts necessary to the defini-
tion of our scheme in Section 3. Section 4 presents the proposed
clustering scheme, then we evaluate its performance in Section
5. Finally, we conclude the work in Section 6.

2. Related work

Several routing protocols have been proposed and can be
classified in terms of location, mobility, Quality of Service
(QoS), hierarchy, etc. In location-based protocols, the location
of nodes in the WSN is used for computing distance between
nodes for data transmission. Moreover, there are single-path
routing protocols that use only one path for data transmission,
while multipath schemes define several paths [17]. Otherwise,
Hierarchical routing protocols gather nodes into groups called
clusters and select a CH as a leader in each group. CHs send
data received from nodes to the BS [11].

Besides, the mobility-based protocols address the problem
of higher energy consumption by nodes close to the sink, by
assuming a time to time mobility (in change of position) of the
sink [7]. Wang et al. [18] proposed a clustering scheme based
on Particle Swarm Optimization (PSO) for WSN with a mobile
sink node. The scheme uses PSO to divide the network into
regions, then selects a CH from each region based on the posi-
tion and residual energy of the node. In the same order of idea,
Saranya et al. [19] proposed a clustering algorithm that aims at
extending the lifetime of the network and increasing the packet
delivered to the mobile sink in the network. Their CH selec-
tion is based on criteria such as residual energy of the node,
distance, and the data overhead.

Futhermore, hierarchical routing protocols for WSN at-
tracted much attention in recent decades. Low Energy Adap-
tive Clustering Hierarchy (LEACH) is the first routing proto-
col for clustering sensor nodes [20]. It selects the CH periodi-
cally and circularly to fairly distribute the CH task to each node
[20, 21, 22]. Moreover, the CH selection is based on a thresh-
old parameter T (n) defined below in Eq. 1. However, the ran-
dom selection of the CH leads to the network energy imbalance
[11, 18].

T (n) =


p

1 − p ·
(
r mod 1

p

) if n ∈ G

0 otherwise
(1)

Where p is the percentage of CH, r the current round, G the

set of nodes which have not become CH in the last
1
p

rounds.

To overcome the network energy imbalance problem, Zang
et al. [20] as well as Ari et al. [11], created first a set of sensor
node candidates to initial cluster centers based on a threshold
parameter. Then, initial cluster centers are selected in such a
way that they are furthest away from each other. Also, Ray
and Debashis [23] proposed a method called the midpoint algo-
rithm for initial cluster centers selection. For every point, this
algorithm finds the distance from the origin, then partitions the
points (sorted based on distances) into k groups. The k initial
centers are the middle points of each group.

This initial CHs selection affects the results of clustering al-
gorithms like k-means. Thus, in order to improve the results of
k-means, some researchers used the seeding technique. Partic-
ularly in the k-means++ [24], where the randomized seeding
technique is used as an initialization method for the standard
k-means. To select the k initial CHs, a center is first chosen in
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a random uniform way; then, the k − 1 remaining CHs are se-

lected with the probability
d(x)2∑
x d(x)2 ; where d(x) is the shortest

distance from a data point to the closest center already cho-
sen. In this light, Gbadoubissa et al. [25] proposed an initial-
ization scheme based on the geometry of a circle for k-means.
The authors consider all the points to be lying in a wide circle,
then they select the center of the circle as the first CH. The re-
maining CHs are picked such that c j =

(
δ cos θ j, δ sin θ j

)
, with

δ <
r
2
, θ =

2π
k − 1

, ( j − 1) · θ ≤ θ j < j · θ, j = 1, · · · , k − 1.

Moreover, clustering algorithms based on theoretical mathe-
matics such as graph theory, color, probability, game, and wheel
theory for WSNs are widely proposed. In graph theory, the oc-
curence of failures, communication on modalities, and network
interference are under control in the cluster network. Consider
a unit disk graph (UDG); it is a graph formed from a collection
of equal-radius circles, in which two circles are connected by an
edge if one circle contains the centre of one other circle. Most
researchers use UDG as a network topology; however the use of
UDG is avoided when in practice nodes adjust their transmis-
sion ranges according to real-time applications. To avoid this
issue, Saravanan et al. [26] proposed a distributed semigraph
contiguous prevalent set (SCPS) algorithm for the formation of
backbone nodes.

Yan et al. [27] proposed two scheduling schemes based
on hypergraph theory, named dedicated scheduling and shared
scheduling, to maximize the reliability and minimize the trans-
mission delay of packets (divergent objective functions) in a
wireless sensing and control network. The dedicated schedul-
ing protocol sets the time slots for each hypernode along the
path to the destination, while the shared scheduling allows a
hypernode to transmit a packet using the remaining scheduled
time slots. Furthermore, hypergraph theory is also used to
tackle the interference management issue in device to device
(D2D) communications. In [28], Zhang et al. proposed a hyper-
graph based resource allocation protocol that considers cellular
user equipment and D2D pairs as vertices, the interference re-
lation as a hyperedge, and channels as the clusters in the hyper-
graph. For efficient interference coordination, the hypergraph
is partitioned into clusters corresponding to channels.

Chen et al. [29] proposed an interference-free clustering pro-
tocol for large-scale WSNs. The sensor nodes use the Time
Division Multiple Access (TDMA) protocol to reduce the inter-
ference. Indeed, TDMA enables sensor nodes to share the same
frequency channel by dividing the signal into different time
slots [30]. However, Managing the time slots is a tough task
and it is tougher in case of heterogeneous time slots [29, 30].
The protocol proposed by Chen et al. [29] partitions the net-
work into clusters such that the communication within a cluster
does not interfere with the communications of others. In [30],
Raza et al. tried to tackle the interference issue in industrial
WSNs. They designed a scheduling algorithm that takes into
account varying timeslots for different nodes of a cluster. The
model transforms the time slot to form a deterministic schedule.

The works done by authors in[31, 32, 33] focused on anal-
ysis of packet delivery performance in WSN. Their investiga-

tions may help in the design of effective multi-objective clus-
tering schemes. While some schemes consider only special at-
tributes of sensor nodes such as remaining energy, distance to
BS, etc., to select CHs, authors in [34] proposed a two layer
routing scheme which considers cluster load, remaining energy,
distance to BS and the degree of neighboring sensor nodes as
criteria to select CHs. They proposed a method based entropy
to predict the remaining energy of each node at the end of the
next round. In the second layer, they proposed a new algorithm
to form the routing tree as backbone of the network. In addi-
tion, they used a hybrid compressive sensing to compress the
aggregated data.

3. Preliminaries

3.1. Background on hypergraph

Definition 1. Let us denote by V =
{
v1, v2, · · · , vn

}
the set of

vertices, and let H =
{
h1, h2, · · · , hm

}
be a family of subsets of

V like defined in Eq. 2.

m⋃
i=1

hi = V, and hi , ∅, ∀i ∈ [1,m] ∩ N (2)

Thus, the tuple G =
(
V,H

)
is called hypergraph with vertex set

V and hyperedge H.

Definition 2. Let G =
(
V,H

)
be a hypergraph. The weight ma-

trix of G is a matrix W
(
G
)

with rows and columns representing
the vertices of G (see Eq. 3).

W
(
vi, v j

)
= w

(
ei j

)
(3)

Where ei j denotes the edge between nodes vi and v j. We can
also write it as w

(
ei j

)
= wi j.

Proposition 1. Let V be a vertex set, and H a hyperedge set.
We denote by H

(
v
)
, v ∈ V the set of all hyperedges which con-

tain v.
∣∣∣∣H(v)

∣∣∣∣ is called the degree of the vertex v.

Proposition 2. A hypergraph G =
(
V,H

)
is said k-regular, if

each vertex v ∈ V has the same degree k > 0; but it is said
r-uniform when each hyperedge h ∈ H has the same cardinality
r > 0.

3.2. Operation on hypergraph: weak deletion

Let G =
(
V,H

)
be a hypergraph. A weak deletion of v ∈ V

from G is to remove v from V and from each hyperedge in H
(
v
)
.

The weak deletion of a vertex involves the creation of a new
hypergraph G1 =

(
V1,H1

)
, with V1 = V \ {v}, and H1 the new

hyperedge set.
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W(G) =

v1 v2 v3 v4 v5 v6 v7 v8 v9



v1 w11 w12 w13 w14 w15 w16 w17 w18 w19
v2 w21 w22 w23 w24 w25 w26 w27 w28 w29
v3 w31 w32 w33 w34 w35 w36 w37 w38 w39
v4 w41 w42 w43 w44 w45 w46 w47 w48 w49
v5 w51 w52 w53 w54 w55 w56 w57 w58 w59
v6 w61 w62 w63 w64 w65 w66 w67 w68 w69
v7 w71 w72 w73 w74 w75 w76 w77 w78 w79
v8 w81 w82 w83 w84 w85 w86 w87 w88 w89
v9 w91 w92 w93 w94 w95 w96 w97 w98 w99

⇒ U(G) =

v1 v2 v3 v4 v5 v6 v7 v8 v9



v1 w11 w12 w13 w14 w15 w16 w17 w18 w19
v2 0 w22 w23 w24 w25 w26 w27 w28 w29
v3 0 0 w33 w34 w35 w36 w37 w38 w39
v4 0 0 0 w44 w45 w46 w47 w48 w49
v5 0 0 0 0 w55 w56 w57 w58 w59
v6 0 0 0 0 0 w66 w67 w68 w69
v7 0 0 0 0 0 0 w77 w78 w79
v8 0 0 0 0 0 0 0 w88 w89
v9 0 0 0 0 0 0 0 0 w99

⇒ Us(G) =

v1 v2 v3 v4 v5 v6 v7 v8 v9



v1 0 w12 w13 w14 w15 w16 w17 w18 w19
v2 0 0 w23 w24 w25 w26 w27 w28 w29
v3 0 0 0 w34 w35 w36 w37 w38 w39
v4 0 0 0 0 w45 w46 w47 w48 w49
v5 0 0 0 0 0 w56 w57 w58 w59
v6 0 0 0 0 0 0 w67 w68 w69
v7 0 0 0 0 0 0 0 w78 w79
v8 0 0 0 0 0 0 0 0 w89
v9 0 0 0 0 0 0 0 0 0

Figure 1: Initialisation phase

v1

v2v3

v4

v5

v6

v7

v8

v9

BS w13 w15

w26

w45

w57

w69

w89

Figure 2: Graph representation of the WSN

3.3. Hypergraph partitioning problem

Given a hypergraph G =
(
V,H

)
, the k−way partitioning of G

is to find a partition P =
{
h1, h2, · · · , hk

}
which divides V into k

subset such that:

•

k⋃
i=1

hi = V , with hi , ∅, i = 1 · · · k

•

k⋂
i=1

hi = ∅

• The cost function f : H → R is minimized

4. Proposed protocol

In this section, we propose a clustering algorithm for WSN
based on hypergraph theory concepts.

4.1. Network model and assumptions

Our wireless sensor network model consists of a BS and n
sensor nodes, randomly deployed in a geographical area. Sen-
sor nodes are static after deployment and the geographical coor-
dinates of sensors are known. Moreover, the distances between
sensor nodes and the BS can be estimated via the received sig-
nal strength or geographical coordinates of nodes. Each mem-
ber node periodically performs sensing operations and trans-
mits data to its own CH.

4.2. Design goals

Considering our sensor nodes as vertices and the WSN as
a weighted hypergraph G, our first goal is to solve the k-way
partitioning problem stated in Section 3.3, with the objective
function defined in Eq. 5. Then, we design a scheme that selects
CHs in such a way that guarantees the balance of loads and
energy. The final goal is to define a multi-hop routing tree such
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that the packet loss ratio is minimized and the network lifetime
is improved.

4.3. Overview of the proposed scheme

Let us assume that the number of clusters k is given, and
k < n. Then, we denote by M and N the sets of marked vertices
and unmarked vertices respectively, such that V = M ∪ N. At
the initial step V = N, M = ∅. Thus to generate a hyperedge,
we randomly select a vertex (sensor node) vi. Then, we add
every vertex which is such that its inter-node distance with the
first vertex is lower than the RSSI of vi. The size of each hy-
peredge is equal or lower than b

n
k
c. Moreover, after the death

of a sensor node, our algorithm performs automatically a weak
deletion of this node. In other words, we apply the cluster for-
mation algorithm on the remaining nodes. The pseudocode of
this proposed scheme is given in Algorithm 2, and its flow chart
is shown in Figure 4a.

4.4. Clustering mechanism

4.4.1. Initialization phase
Considering the WSN as a complete graph G = (V,H) (see

Figure 2), then

• Step 1 : Generate the weight matrix W(G) (see Figure 1.
W(G) is a square matrix of rank n.

• Step 2 : Transform W(G) to an upper triangular matrix
U(G) by removing every element under the diagonal, that
is w ji = 0. Since wi j = w ji, ∀i, j ∈ {1, · · · , n}, i , j.

• Step 3 : Transform the matrix U(G) to a strictly upper
triangular matrix Us(G) by replacing the diagonal by nil
(wii = 0, i = 1, · · · , n).

4.4.2. Cluster generation
The cluster generation is given in Algorithm 1 and the cor-

responding flowchart is presented in Figure 4b. For illustration
purpose, Figure 3 illustrates the functioning of this algorithm
on 10 nodes.

4.4.3. Setup phase (or clusters formation)
The cluster setup phase is given in Algorithm 2. The variable

used in this algorithm is defined hereinafter.

• ni = |hi| denotes the number of vertex within the hyperedge
hi.

• wi j is the weight of the inter-node distance between vi and
v j.

• si is the signal strength indicator of node vi.

• fi is the arithmetic mean of inter-node distances (see Eq.
4).

fi =
1(
ni
2

) ∑
v j∈hi, v j,vi

wi j (4)

Algorithm 1: Cluster generation(Us(G), vr)

input : Us(G) strictly upper triangular matrix of G, a
vertex vr

output: cluster hi, and a reduced stricty upper triangular
matrix Us(G)

1 From Us(G), merge corresponding column and row of vr;
that is, merge the non-nill elements wr j and wir to a list
Tempr.

2 Select the b
n
k
c shortest elements of Tempr, and add their

corresponding vertices to the hyperedge hi; i.e
hi = {vr, · · · , v j, · · · }, j , l, j ∈ {1, · · · , n}.

3 From Us(G), delete columns and rows corresponding to
elements of hi

4 Return hi and the reduced Us(G)

• f (H) is the objective function defined in Eq. 5.

f (H) =
∑

i

fi (5)

Algorithm 2: Cluster formation scheme

input : V = M ∪ N set of n vertices v ∈ Rd and an integer
k ≥ 2

output: clusters h1, h2, · · · , hk, · · ·

1 Initialization phase

2 Select the closest vertex vc to the BS

3 Call Cluster generation(Us(G), vc)

4 repeat

5 for i = 2, · · · , k do

6 Select randomly a vertex vi from N

7 Call Cluster generation(Us(G), vi) ;

8 Add the remaining vertices to the closest clusters
9 until The objective function f (H) is minimized;

4.5. CH selection process
Let us denote by bti the estimated residual battery lifetime of

node i, and pli the packet loss ratio of node i. Then the coeffi-
cient defined in Eq. 6 represents the likelihood of node i to be a
CH (ch).

chri =
1

100
·

bti

pli
(6)

4.5.1. Proposition
1. Let hi be a hyperedge. We denote by Ti given in Table 1,

the likelihood to be CH of nodes of hi.
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Us(G) =

v1 v2 v3 v4 v5 v6 v7 v8 v9



v1 0 w12 w13 w14 w15 w16 w17 w18 w19
v2 0 0 w23 w24 w25 w26 w27 w28 w29
v3 0 0 0 w34 w35 w36 w37 w38 w39
v4 0 0 0 0 w45 w46 w47 w48 w49
v5 0 0 0 0 0 w56 w57 w58 w59
v6 0 0 0 0 0 0 w67 w68 w69
v7 0 0 0 0 0 0 0 w78 w79
v8 0 0 0 0 0 0 0 0 w89
v9 0 0 0 0 0 0 0 0 0
v10 0 0 0 0 0 0 0 0 0

⇒ Temp3 =
w13 w23 w34 w35 w36 w37 w38 w39

⇒ h1 = {v1, v3, v8}

Us(G) =

v2 v4 v5 v6 v7 v9


v2 0 w24 w25 w26 w27 w29
v4 0 0 w45 w46 w47 w49
v5 0 0 0 w56 w57 w59
v6 0 0 0 0 w67 w69ç
v7 0 0 0 0 0 w79
v9 0 0 0 0 0 0

⇒ Temp2 =
w24 w25 w26 w27 w29

⇒ h2 = {v2, v4, v9}

Us(G) =

v5 v6 v7 v5 0 w56 w57
v6 0 0 w67
v7 0 0 0

⇒ Temp8 =
w48 w68 w78

⇒ h3 = {v8, v7, v6}

Figure 3: Illustration of the cluster generation phase with n = 10, and k = 3
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generation
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k
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Table 1: Ti: Likelihood to be CH

node i0 i1 · · · ib n
k c−1

likelihood chri0
chri1

· · · chri
b n

k c−1

2. After each duty time τ, the tables of likelihood of hyper-
edges are updated.

The CH selection algorithm is given in Algorithm 3.

Algorithm 3: CH selection

input : hi sets of ni vertices v ∈ Rd

output: CHs chi

1 foreach hyperegde hi do

2 Generate a table of likelihood Ti

3 Select a node v j which has the highest Ti[ j] value as CH

4 Set the duty time (or CH duty time) τ

5 Restart the process at the end of the duty time τ ;

5. Performance evaluation

5.1. Theoretical analysis of energy consumption
We used the same model as the one adopted in [16]. In this

model, the total energy consumed by a node to transmit an sp-
bit packet over a distance d is given by Eq. 7, while the amount
of energy consumed to receive an sp-bit packet is given by Eq.
8.

ET X(sp, d) =

sp · Ediss + sp · ε f s · d2, i f d < d0

sp · Ediss + sp · εmp · d4, i f d ≥ d0
(7)

ERX(sp) =sp · Ediss (8)

where:

• Ediss = amount of energy dissipated in electronics circuit

• ε f s = free space model

• εmp = multipath fading model

• d0 =

√
ε f s

εmp

Recall the network model, where information such as ge-
ographical coordinates, energy level, and packet loss ratio of
nodes are known by the BS. The BS performs the cluster gener-
ation and the CH selection, then broadcasts a sp-bit advertise-
ment message to each cluster. The amount of energy consumed
is given by Eq. 9.

ERX(p) =n · sp · Ediss (9)

Let’s evaluate the energy consumption of each CH during a
round. The choice of hop to transmit packet to sink depends on
the proximity of each CH to this latter. Let ki be the number
of CH that send their aggregated packets to CHi, ni the number
of packets sent by CHi during a round, and δi j the interclus-
ter distance between cluster hi and h j. Thus, in the worst-case
scenario, the energy consumed by CH to send data to the BS
is given by Eq. 10. In the best-case scenario, the energy con-
sumption is presented in Eq. 11.

ET XCHi
=ni · sp · Ediss +

∑
j≤ki

(
n j · sp · ε f s · d2

i j

)
(10)

ET XCHi
=ni · sp ·

(
Ediss + ε f s · d2

i

)
(11)

where, di is its distance to the BS.

5.2. Evaluation metrics

We measure the performance of our algorithm based on the
following criteria:

• Network lifetime: it can be defined in terms of either death
of the first node or the death of all the nodes present in the
network. In this work, the network lifetime is defined as
the number of alive nodes.

• Residual energy of the network: it is the sum of remaining
energy of alive nodes.

• Total energy consumption of the network: it is the amount
of energy consumed by the nodes.

5.3. Simulation tool

To evaluate the performance of our algorithm, we use
Castalia. It is a simulator for WSN, Body Area Networks and
generally networks of low-power embedded devices [35]. It is
based on the OMNeT++ platform, which is an object-oriented
modular discrete event network simulation framework. It has a
generic architecture, so it can be and has been used in various
problem domains [36]. Castalia can be used by researchers and
developers who want to test their distributed algorithms and/or
protocols in realistic wireless channel and radio models, with
a realistic node behavior especially relating to access of the ra-
dio [35]. We adopted 2000 rounds in the simulation. This value
has been properly chosen is a very deterministic way in order to
reach the optimal solution is a reasonable time. Indeed, the val-
ues of the parameters adopted for the proposed HGC protocol
have been carefully adopted according to the previous studies
in [14, 15, 16, 37]. The rest of the simulation parameters are
given in Table 2.

5.4. Results and discussion

To evaluate the performance of our clustering scheme, we
compare it to the PSO-C, PSO-UFC, and EBUC. The PSO-C
is a centralized clustering protocol in which the sink node con-
trols the entire CH selection and cluster formation process to
enhance the lifetime of the network. The PSO-UFC addresses
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Table 2: Castalia simulation parameters

Type Parameter Value
Network Area 200 × 200m2

Number of nodes 200
Initial energy 0.5 Joule
Simulation rounds 2000
Number of CHs 10

Radio model CC2420
MAC protocol TMAC

imbalanced clustering and the fault tolerance issue in the exist-
ing energy-balanced unequal clustering protocol for the long-
run operation of the network. The EBUC creates unequal clus-
ters in such a way that the CHs closer to the sink node have
smaller cluster sizes in order to preserve their battery for high
intercluster relay traffic load. Furthermore, we evaluated the
performance in two scenarios. In the first scenario, the sink
node is located at the center of the network, and in the second
scenario, the sink node is positioned at the bottom right of the
area of deployment. The results are presented in the following
section.

Figure 5a and Figure 5b present the number of alive nodes of
the network in scenario WSN#1 and WSN#2 respectively. We
can observe that the Hypergraph Clustering algorithm (HGC)
has the biggest number of alive nodes. From 200 to 1600
rounds, all the nodes remain alive when HGC is used. For 1800
and 2000 rounds, 68.75% of nodes remain alive, with HGC.
This is due to the fact that HGC distributes fairly the role of
CH, i.e in each cluster, every node having more energy has the
highest probability to become CH.

The residual energy of the WSN#1 and WSN#2 are shown
in Figure 6a and Figure 6b. By fairly distributing the CH role,
HGC ensures that the nodes save more energy. Moreover, the
proposed HGC protocol saves 14.42% of energy in both scenar-
ios compared to the others which save very less. Furthermore,
compared to the EBUC and the PSO-C where nodes die grad-
ually, the scheme designed in the clusters formation, especially
in the CHs selection process confers on the HGC a high en-
ergy efficiency. We compared the protocols based on the total
amount of energy consumed by the nodes in networks WSN#1
and WSN#2. The results presented in Figure 7a and Figure 7b
show that the HGC protocol consumes less energy than the oth-
ers, that is 4% of energy consumed with 200 rounds and 85%
of energy consumed with 2000 rounds.

Table 3 represents a comparison in terms of amount of data
delivered to the BS per second in the proposed HGC while con-
sidering the network WSN#1 and WSN#2. We computed the
number of bits which are transmitted to the BS per second, dur-
ing the rounds. As shown on Table 3, the BS received more
packets in the network WSN#1.

6. Conclusion

Energy conservation of WSNs remains one of the main chal-
lenges of this kind of network since energy is considered as a

(a) Number of nodes alive: WSN#1

(b) Number of nodes alive: WSN#2

Figure 5: Comparison of number of nodes alive
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Table 3: Comparison of throughput of HGC for both network scenarios WSN#1 and WSN#2

[200; 600[ [600; 1000[ [1000; 1400[ [1400; 1800[ [1800; 2200[
WSN#1 (bit/sec) 2.38×104 2.01×104 3.4×104 3.8×104 4.01×104

WSN#2 (bit/sec) 1.2×104 1.2×104 2.4×104 2.5×104 2.52×104

(a) Residual energy of the network: WSN#1

(b) Residual energy of the network: WSN#2

Figure 6: Comparison of residual energy of the network

(a) Energy consumption of the network: WSN#1

(b) Energy consumption of the network: WSN#2

Figure 7: Comparison of energy consumption of the network

9



scarce source for a sensor node. Thus, optimizing the energy
of sensor nodes is vital to extend the network lifetime. In this
paper, we proposed a heuristic clustering scheme called Hyper-
Graph Clustering (HGC) in order to minimize the use of en-
ergy in WSN. The proposed scheme consisted of three phases
-initialization - cluster formation - and CH selection, based on
concepts of hypergraph theory to generate clusters. Theoreti-
cal evaluation of the performance of HGC showed that it con-
sumes less energy during the cluster formation and CH selec-
tion phases. Moreover, we made intensive simulations of the
proposal and compared the HGC of some relevant protocols.
The results showed that HGC outperforms the compared proto-
cols, in the different scenario setups. As future work, we intend
to adapt the HGC to mobile wireless sensors networks.
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