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This study acquired a dataset of scanned images of Standard Yorithd printed text and
formulated a Yorithd character image recognition model. The model formulated was im-
plemented and the performance of the model evaluated to develop an Optical Character
Recognition (OCR) model for Yoriibd printed text images.

The image dataset at 300 dots per inches (dpi) was acquired by generating image text-
line from Yorithd New Testament Bible (Bibeli Mimo) corpus using Unicode UTF8. The Long
Short Term Memory (LSTM) model, a variant of Recurrent Neural Network (RNN) was used
to formulate the Standard Yoriibd character image recognition model. The Python OCRopus
framework was used to implement the model designed. The performance of the model
designed was evaluated using character error rate based on Levenshtein Edit Distance al-
gorithm.

The results show that the Character Error Rate (CER) of 3.138% for the font Times New
Roman which gives better recognition than the other font style metric performance. The
model achieved an OCR result of (7.435% CER) DejaVuSans font style image dataset, while
for Ariel font image dataset, a result of 15.141% was achieved. The introduction of Language
model-based Standard Yorithd a spell-checker corrector show a reduction in the Character
Error Rate. The Times New Roman font recorded an error rate of 1.182%, the DejaVuSans
font style at an error rate of 4.098% while the Ariel font at 5.87%.

The study concluded that the performance of the model shows that the farther away an
image text font is from the font(s) used in training the network, the higher the character
error rate of the recognition and that the inclusion of a post-processing stage shows a
reduction in the Character Error Rates.
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Introduction

According to Fabunmi and Salawu [1], Yoritbd language is one of the languages that are on the verge of “extinction”.
One of the ways of preserving the language is by creating a digital resource of Yoriibd books and literature. It is also equally
important for researchers to have these documents in a digital format. This makes it possible to edit such documents, search
for a word or phrase, store it more compactly, display or print a copy and apply techniques such as machine translation,
text-to-speech and text mining on it Isheawy and Hasan [2].

Optical Character Recognition (OCR) is one of the most successful applications of automatic pattern recognition [3]. The
task of producing a machine that could read text with the same proficiency as humans do was the inspiration behind
developing an OCR. The very early systems reported for OCR were intended to help the blind to read. Therefore, an Optical
Character Recognition (OCR) systems aim at transforming a large number of documents, either printed or handwritten into
machine-encoded text [4]. A system embedded with an optical recognition subsystem improve the speed of input operation
and enable compact storage, fast retrieval and other file analysis and manipulation [5]. The range of applications includes
postal code recognition, used in large administrative systems, banking, automatic cartography and reading devices for blind
[6].

The Yoriibd language is spoken by more than 30 million people in places like the United States, United Kingdom, Benin
Republic, and (principally) in southwestern Nigeria [7]. The Yoriitbd orthography can be categorized into phonemes and
tonemes. The phonemes - which is an abstraction of the physical sound - can be further categorized into four major classes:
Consonants, Oral Vowels, Syllabic Nasals, and Nasalised Vowels. In addition to the phonemes, Yoritbd uses tones. Tonemes
are the representation of contrastive tone patterns in tone languages of which Yorithd is one. In Yoritbd orthography, tones
are marked on vowels and syllabic nasals using acute accent for high tones

().

grave accent for low tones

),

and the absence of accent for middle tones

()

(the exception is on syllabic nasals, which are marked with a macron) [7]. The orthography has five nasalised vowels and
two pure syllabic nasal vowels [8]. Eq. 1 defines the alphabet of Yoriibd.

Tone {acute tone mark, grave tone mark, macron}

Upper — case {A,B,...Y} (1)
Lower —case {a.b, ...y}

o([Yorubal) = Grapheme

The justification for this work is hinged on the importance of these diacritics to the interpretation of Yoritbd words and
its frequency in typically written documents [7]. used a Yorithd corpus with 129,317 word count and generated 239,840
syllables with an automatic syllabification program. The frequency analysis of these syllables showed that 89,824 (37.35%)
of the syllables carried the acute accent for a high tone, while 77,369 (32.26%) carried the grave accent for a low tone and
72,647 (30.29%) were mid-tone with no mark or with a macron on a syllable. The frequency distribution indicated an almost
even distribution of the tones, as the difference may not be considered statistically significant at a 90% confidence value.

What is computational modelling?

In the context of Computer Science and Engineering, Computational Modelling is concerned with the techniques and con-
cepts employed in precisely representing the state and dynamics of any objects of human interest. A computational model,
therefore, is a specification of a method for data representation and a mechanism that transforms those representations
toward a desired outcome [9]. In other words, computational modelling is the creation and manipulation of symbols in the
process of constructing a solution to a well-defined problem [10]. The symbols in the context of this work are Literals (the
Yoruba orthography); the well-defined problem is the human recognition capability of Yoriithd characters; construction is
the design of a Yortthd OCR that can manipulate the symbols to mimic the recognition proficiency of human.

The other parts of this research work are outlined as follows: Section 2 discusses the literature reviewed, Section 3
described the methods used in developing and in evaluating the models, while Section 4 described the results and the
conclusions are discussed in Section 5.
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Related works

The patent OCR work of [11] was based on template matching. However, unlike modern-day template matching algo-
rithms for pattern recognition, templates were mechanical. A match is found when the light in the optoelectronic sensors
fails to reach the detector. As technological advancement in computing became readily available, the template matching
approach started appearing as software-based solutions. In this approach, characters are extracted one at a time and then
compared against all possible patterns of the characters.

[12] reported the development of an OCR system for the recognition of Yoritbd based texts and the conversion of English
numerals in the document to Yorithd numerals. The system used correlation and template matching procedures to develop
an OCR system for the recognition of Yoriibd based-texts and the conversion of English numerals in the document to Yorithd
numerals. The system reported an accuracy of 86% for the typed text. It was also reported that all the English numbers were
correctly recognized and converted to the Yoritbd numerals.

[13] presented a method for recognizing isolated diacritically-marked handwritten Yoritbd characters written in upper-
case. The method comprises six steps: the first known as pre-processing stage is used to prepare the document for subse-
quent steps by basically removing noise from it; the next phase referred as segmentation stage was used for isolating the
relevant Latin letter from the diacritical mark(s); the third steps referred to as feature extraction was used in computing
the eight geometric properties of the Latin character; the fourth involves the introduction of a Bayesian classifier for the
classification of the Latin character extracted from the last step; the penultimate step made use of a decision tree algorithm
to recognized the diacritical marks; and finally a result fusion stage was used to combine the result of the two last stages
into a single class label. Their performance evaluation shows a recognition rate of 91.18%.

[14] asked people from 10 different group aged between 15 and 50 years to write 200 handwriting English word samples.
Part of these samples was written on white paper and others on a colored or a noisy background. He proposed vertical
segmentation process in which the segmentation points are located after thinning the word image to get the stroke width
of a single pixel. The method employed involves the calculation of the height and width of the word image for the analysis
of the ligatures in an accurate manner. An accuracy of 83.5% was reported.

[15] in his thesis reported on the development of language independent OCR for a single script that is used by multiple
languages. In other words, a multilingual (for complex modern scripts like Devanagari and Arabic) OCR framework for a
printed document by using LSTM model. The testing shows that LSTM-based OCR can yield very low error rates.

The mode! adopted: Long Short-Term Memory (LSTM) networks

We present an equivalent formulation of the LSTM model conceived by Hochreiter and Schmidhuber [16] and improved
on by Gers et al. [17]. Whilst there have been attempts at using Convolutional Neural Network (CNN) for sequence modelling
problems like Speech Synthesis and Machine Translations [18], results shows that the use of LSTM - at context-awareness
problems like OCR - are better at recognizing patterns occurring in time-series [19]. LSTM networks are a recent architecture
of Recurrent Neural Networks (RNN) [16] proposed to change the basic unit of RNN, using a simple neuron with a computer
memory-like cell, called LSTM cell. A simplified LSTM cell is shown in Fig. 1.

The update of the memory cell state represented as “Cell State” is core to LSTM. The representation of this is shown in
Fig. 1. To change this State, two key elements are important: the information that is no longer needed (so that the cell can
neglect this information) and new information required for the cell state. The “Forget Gate Layer” makes the decision about
the retention of the input. It is a sigmoid activation function given by Eqn 2:

1

a(x) = 1+ exp(—x)

(2)
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The sigmoid activation function spans between ‘0’ and ‘1’. The forget layer component makes the choice of inputs that
are irrelevant to be retained. Eqn 3 depicts the process.

fr :O(fo.Xf+th~h[71 +bf) (3)

where,

fr: forget gate’s output,

W, weight of the connection between the external input X and the forget gate,

Wy weight of the connection between the previous hidden state and the forget gate, and

by: bias of the forget gate.

Both the “Input Gate Layer” (Eqn 4) and a tanh layer (Eqn 5) determine the relevant information to the cell state. The
two components are combined by a multiplicative gate (denoted by ).

ir = 0 (Wy.Xe + Wy he_y + by) (4)

where,
W,;: weight between the external input and the input gate,
Wyt weight between the previous hidden state and the input gate, and b;: bias of the unit.

v = tanh (W Xr + Wiy he_1 + by) (5)
where,
tanh is the tangent hyperbolic function defined as Eqn 6:
e 1
tanh(x) = —— 6
anh(x) = — 1 (6)

Given the information from the previous two steps, the cell state C; is then updated with the information (as shown in
Eqn 7).

G=fixG 1 +ir*v (7)

where.

C;_1 is the previous cell state.

The last stage is to generate the cell output. The “Output Gate Layer” is another sigmoid activation function that picks
cell inputs that are to be brought forward (Eqn 8).

0r = 0 (Wi Xr + Who.he—1 + bo) (8)

where,
Wyo: strength of the weight between the external input x; and the output gate,
Wyt weight of connection between the previously hidden state and the output gate, and bg: is the bias of this unit.
The cell state (h;) is then passed through a tanh activation filter to push the values between the range -1 and +1. The
cell output is finally calculated (Eqn 9).

ht = O * tanh(Ct) (9]
Methodology

The main feature in an OCR post-processing stage is the correction of the text extracted from the image dataset. The goal
of correcting this text results is to produce a more error-free digital equivalent of printed materials. The proposed model
built on the existing model by introducing some changes. These consist of the adaptation of the character set to handle
letters of the Yorithd alphabet and the introduction of a language model for automatic correction of detected OCR error
from the recognition output. The proposed model as shown in Fig. 2 includes a language model subsystem for correction of
outputs from the OCR system.

Corpus analytics

We used the Yorithd Bibéli Mim¢ which is free and readily available on the Internet to generate the printed text image
dataset. The corpus has a word count of 233,845 and 7534 sentences. The minimum sentence has a word count of 1, while
the maximum has a word count of 1481. Table 1 shows the descriptive statistics which summarize the central tendency,
dispersion, and shape of the corpus distribution. We decided not to use very long or short sentences because the training
did not converge over many iterations. Shorter sentences are less likely to include a tone-marks and dots-below (which are
the focus of this work), and the text is more likely to be repetitive. Longer sentences, on the other hand, are more difficult
to learn due to their length, increase in the training time, and the cost of computation. The corpus used in generating the
image dataset was limited to sentences of minimum length 20 and maximum length 35. At the character level, there are
41 unique characters aside special characters with the total number at 761,336. The diacritics (tone-mark and dot-below
characters) is 41.1% of the corpus characters. Tables 1-3 shows these statistics.
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Fig. 2. The proposed conceptual model for OCR of Yorithd printed text images.

Table 1
Statistical Distribution of the Yoriibd Cor-
pus at Sentence Level.

Descriptive Statistics Count
Count 7534.000000
Mean 142.626493
Standard Deviation 98.693964
Minimum 1.000000
25% 77.000000
50% 120.000000
75% 183.000000
Maximum 77.000000
Table 2
Vowel Characters Distribution within Corpus.
Vowel Group Count
(4 8 59,235
(&, &) 46,451
(i, 1) 82,604
(6, 6) 52,674
(4, 1) 30,018
(s.e.i,0) 42,291
(a,e,i,ou) 90,410
Table 3
Consonant Characters Distribution within Cor-
pus.
Vowel Group Count
(klrw) 100,466
(b,d,h) 41,049
(tn 40,780
(s) 19,150
(& py) 57,197
(m, n) 98,978
(¢, q,x 2) 33
Table 4
Description of the Dataset Variables.
Input Variables Quantity
Font Styles 3
Training Dataset 2000

Validation Dataset 2000
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Fig. 3. Sample of the image dataset. The font type of the sample dataset is Ariel while the font size is 14.

Data collection: Yorubé image dataset

There are existing works on Yorithd OCR but there is no publicly available repository of Yoritbd text image dataset. The
image was acquired across three different font styles. These font styles are Times New Roman, Ariel, and DejaVuSans. In
developing the Yoritbd OCR sequence model, a total of 4800 Yoritbhd Machine-Printed line images were created. Overall, we
used a random subset of 4000 images in the training set, 400 for validation set, and 400 in the test set. The data is publicly
available on this https://github.com/oniolalekan/yorubaOCR_Dataset Github repository. Table 4 shows the statistics of the
dataset variables. The steps for creating of the line images is described in section 3.3.1. Each of the images contained a text-
line with an average of 25 Yoritbd words. Times New Roman, Ariel, and DejaVuSans font styles were used in the training,
testing, and validation of the system respectively. With each in multiple text sizes of 12, 18, 36, 48, 60 and 72. The quality
of the image was at 300 dpi (dots per inches). Fig. 3 shows a sample of the image dataset that was used.

Steps of generating the Yoruba image dataset

Three-step Process:

i We created a multi-line file (a text file containing 20 lines of Yorithd words where each line is intended to produce an
image file) of Yortiba corpus from the larger dataset. Each file contains 20 rows of such text-lines.
ii We manually identified and copied the font style of the intended image.
iii We then wrote a Python script to generate 180 line images of varying sizes (12, 18, 36, 48, 60, 72) with their corre-
sponding ground truth (the expected text in the Yoriibd image dataset).

The flowchart of the iterations is shown in Fig. 4. At the end of an iteration where an image is generated, an update to
next text-line is performed to generate the next image.

Preprocessing stages

This section discusses the steps involved in the preprocessing stages of the Yorithd OCR system developed. The perfor-
mance of these steps is key to the performance of the entire system.

Binarization is the first stage in the Yorithd OCR methodology. The aim of this stage is to convert the input black and
white or color document into a binary representation. We applied Adaptive thresholding as against using Gaussian adaptive
because of its performance in situations where it is needed to correct the varying lighting conditions in different areas. The
method is used in calculating the magnitude that must be exceeded for a small region of the image thereby resulting in
different values for different regions of the same image.

Skew estimation was applied to attempt to horizontally restore any distorted Yorilbd image dataset. This is done by
using Ocropy Python Toolkit to experiment with different angles. The algorithm produces an excellent result because at the
point the image is properly aligned, there is a tremendous imbalance between rows with text and the blanks in between
them. When the image is rotated, the divergence is blended.

Page segmentation: Page segmentation helps indicate the zones of interest to be recognized on the scanned page. The
RAST (Recognition by Adaptive Subdivision of Transformation Space) algorithm was adopted because it is fast and robust
compared to the other algorithms.

The Yoruba OCR LSTM architecture

A single LSTM network (also known as Vanilla LSTM) depicted in Section 2.1 is adopted for the work. The columns of
Yorithd image data pixels are the inputs to the network. In a sequential manner from left to right, these columns are input
into the network. Each possible letters are then scored, with the highest matching the letter. As the columns say letter A
are fed into the network, then it is expected that there will be a spike from the A output.

Fig. 5 shows the system architecture of the LSTM-based recognizer that was used for the Optical Character Recognition of
Yoriibd printed text images. Fully Connected (FC) layers connect every neuron in one layer to every neuron in the succeeding
layer. The Rectified Linear Units (ReLUs) - which builds non-linearity in the network - when combined with FC, extracted
the important features from the image dataset. The 1D-LSTM-based OCR system which is adapted for the Yorttbd OCR model
uses a small number of tunable parameters. One important parameter is the number of LSTM cells in the hidden layer(s)
and the number of hidden layers. In this work, only one hidden layer with 200 LSTM memory cells in each of right-to-left
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and left-to-right layers (corresponding to bidirectional mode). Other parameters are learning rate (10~4) and the momentum
(set to 0.9). The softmax function normalizes the outputs of each unit to be between 0 and 1, just like a sigmoid function.
It also used to divide each output such that the total sum of the outputs is equal to 1. The output of the softmax function is
equivalent to a categorical probability distribution, which tells the probability that any of the Yoritbd character set are true.
The network was trained for 23,000 iterations and the intermediate models were saved after every 1000 iterations. This
creates a total of 23 models. The training of the model is done by learning from its mistakes. It transcribes the text in a
line, then adjusts the weights in the Neural Net to compensate for the errors. Then it does this again for the next line, and
the next, and so on. When it gets to the last line of labeled data, it starts over again. As it loops through the training data
over and over again, the model gets better and better. The training errors for these iterations are computed, and then the
network with the least error was selected as the best network, which is then used to OCR the Yorilbd test image dataset.

Unigram language modelling

In an effort to find and improve misspelled Yoritbd words in the model developed for the OCR, a Unigram error cor-
rection methodology, also known as dictionary-based error correction was conceived. Using this approach, a lexicon or a
lookup dictionary from a Yorithd Bible corpus was used to spell-check OCR recognized words and correct the words that are
misspelled.

This method employed the use of a spell-checker to corrects single-error misspellings which are the predominant source
of erroneous recognition in the Yorithd OCR recognition system. This system rates the candidates for correction according
to their correctness probability and then picks the most likely between the original Yoritbd word and the highest-rated
candidate.

Given a word w, and the task of finding the correction ¢, the method “correction(w)” tries to choose the most likely
spelling correction for w out of all possible candidate corrections. The approach uses probabilities to rank the possible can-
didates that maximize the probability that c is the intended correction. The candidate with the highest combined probability
is chosen using the arguments of the maximal function.

Implementation environment

The model was trained with the open-source OCRopus framework, a free document analysis and optical character recog-
nition library [21]. It transcribes the image in a line, then adjusts the weights in the Neural Net to compensate for the errors.
Then it does this again for the next line, and the next, and so on. When it gets to the last line of labeled data, it starts over
again. As it loops through the training data over and over again, the model gets better and better.

Performance metrics

The Yorithd OCR accuracy is measured as “Character Error Rate (CER) (%), using the Levenshtein Edit Distance algorithm.
This algorithm is also commonly known as the Edit Distance. It is the ratio between insertion, deletion and substitution errors
and the total number of characters. The formula is as shown in Eq. (10). Algorithm 1 shows the algorithm used in evaluating
the system.

Insertion + Deletion + Substitution
X
Total Character

The algorithm that is used in computing the Character Error Rate is based on dynamic programming, a technique used in
breaking down a complex problem into sub-problem to avoid computing multiple time the same sub-problem. It basically
involves using past knowledge to make solving a future problem easier. The main challenge in this approach is whether the
cheapest way to convert one string into another involves a final add, remove, or change. Hence, the evaluation of all the
three possibilities and the return of the minimum distance from among the three.

In each case, the algorithm recursively computes the distance (number of adds, removes, and changes) required to “set
up” a final add, a final remove, or a final change. Then, add one to the “add distance” and the “remove distance” to account
for the final add or remove. For the “change distance”, one is added only if the final characters in the strings are different
(if not, no final change is required).

Character Error Rate (CER) = 100 (10)

Training the model

The LSTM networks model developed for optical character recognition of Yortibd printed images make use of supervised
learning where the set of sample pairs containing input Yorithd text-line images and output ground truth transcription of
the image are shown to the network. Through the backpropagation algorithm, the resulting output predictions are then
compared with the ground truth. The mean square error is calculated over the entire dataset and the intermediate weights
are adjusted using learning rate of 10~> until the error decayed sufficiently. At 313 and 314 number of iterations, the number
of characters in error through the network stands at 226 and 221 respectively as shown in Fig. 6.
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Algorithm 1 Calculation of Character Error Rate (CER) with Levenshtein Edit Distance

1: function EpiT DisTaNCE(Reference r, Hypothesis h)
2 int[|r| + 1][|h] + 11D » Initialisation
3 for (i=0;i<]|r|:i++) do

4 for (j=0;j<|hl;j++) do

5: if i==0 then

6 DIO][ 1)

7 else if j==0 then

8 Dli][0]i

9: end if

10: end for

11: end for

12: for (i=1;i<|r|:i++) do > Calculation
13: for (j=1;j<h|;j++) do

14: if r[i-1] == h[j-1] then

15: DIID0 — 101 — 1]

16: else

17: subD[i —1][j — 1]+ 1

18: insD[i][j — 1]+ 1

19: delD[i — 1][j]+1
20: D[i][j]min(sub, ins, del)

21: end if
22: end for

23: end for
24: return D[|r|][|h]]
25: end function
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d. Y\xf2\xf2 \xed \ulecdm\ulecd\xf9nrin an, \xed \xec\ulecd \xec pe'

OUT: u' \xednn n \xed n nn n\xed n\xed 1nn nnn \xedn n \xed n\xedn\xed n \xed
315 228.62 (2266, 48) page1/010014.bin.png

TRU: u"''\uleccl\ulecd\u@301irun W\xe® P\uleb9\u03001\xfa Wa.'' N\xedgb\xe® n\xel\xe® ni J\xf3s\uleb9\
u0301f\xf9 j\xed 1\xf3j\xfa oorun r\uleb9\u0300, \xf3 s\xec \ule63e g\uleb9\u®301g\uleb9\ub301 b\xed \xe
1\u0144g\uleb9\uB3011\xec J\xe8h\xf3f\xe® ti dar\xed r\uleb9\u@300, \xf3 s\xec m\xfa aya r\uleb9\u@300 s
\xed 1l\xe9. \ule62\xf9gb\ulecd\u0301in k\xf2 b\xel a d\xe@p\ulecd\u0300"

ALN: u"''\ulecc\ulecdrun WW\xe® P\uleb9\u@300\xfa WWa' N\xedgb\xe® n\xel n Js\uleb9\u@301\xf9\xf9 \xe
d 1\xf3\xfa orun \uleb9\u@300 \xf3 \xec \ule63 g\uO301\uleb9\u0301 \xed \xelg\uleb9\u®301\xec Jh\xf3f\xe
0 1 dri\xed \uleb9\u0300 \xf3 \xec \xfa aa r\u0300 \xed il. \xf9gb\ulecdn k\xf2 b a d\xe®\ulecd\u0300"

OUT: u'\xedn\xed \xedn nnn n \xed \xed n\xed\xedn nt \xed \xed \xed nnn n'

Fig. 6. A screen shot of the model learning.

The training of the model is achieved by learning from its past mistakes. It extracts the text in the image, then re-
adjusts the weights in the LSTM network to nullify for the errors. Then the iteration continues for the next line, and the
next, and so on until it gets to the last line of labeled data and then starts again. As it iterates through the training data,
the network gets better. The model shows the character error rate of 1.64% and 1.33% at 103,689 and 103,690 number of
iterations respectively which is an improvement from the earlier reported iterations.
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Fig. 7. Character Error Rate for Training Dataset and Validation Dataset vs number of iterations during training.

ortko ré ni nitori dun y6d gba awgn é&niyan ré la kdrd nind

eyi 561§ ni EHNGHAES ki & 12 mi EyEERI i DERGTA
| so | wolil

ji 16ja oorun rg, 6 si se
bi 6 si mi aya f8 si HIENISighsn ORIGINAL
= TEXT
kd bd a
6 si pe ordko ti a bi
ni awon ¢jé wd 6! awon
loriko ré ni jésu, nitori dun yéd gba awon éniyan ré 1a kdrd nindg

lese won,'' bogbo 2yi seld ni ti gidi, ki a 12 md 2yiini ti j&héfa so
jnipase wolii

‘@lérun a leld a.'' kigba nda ni 6sfl ji 16ju oorun ré, 6 si se gege WORD
d:;béﬁgéll ehéta ti oari re, 6 sl mi aya re si flé. Ugbén kd bd a RECOGNITION

titi 6 fi bi omokinrin kan 6 si pe ordko P ni jésu, téyin ti a bi
ljést ni Béiléhém U ti judid ni 3won ¢j¢ érddu oba, wd 6! awon
lawbrawd 14ati

Fig. 8. The recognition output of the Yortiba OCR system without the spell-check model.

Results
Convergence error rate as training progresses

2000 labeled images were used as training data and the other 2000 was held out for test and validation dataset. The
models were saved at every 1000th loop and this helps in evaluating the performance of the model as it learns. Fig. 7 shows
the plot of the number of iteration to the character error rate. The convergence error rate starts at a high value (above 20%)
but quickly reduces to about 7.1% after 6700 iterations, then spikes to over 3% at 7,100. It eventually converges to a minimum
of 1.33% at 16,000 iterations.

The network first learns to recognize spaces, followed by Latin characters, then special characters and finally Yorithd
letters with diacritics. Although it learns the spaces and Latin characters contained in the image quickly, it continues to
make mistakes again later during training. This happens as it starts picking up special characters, and Yoriibd letters with
diacritics, some of which are confusable with the lower case Latin letters. The transition from learning spaces and Latin
letters to learning Yorithd letters explains the spike from 2.5% at 6700 iterations to 3% at 7100 iterations.
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prikg ré ni Jésu, nitori dun y6d gba awon eéniyan ré 1la kuro ninu g5€
won. ' Gbogbo eyi Selé ni ti gidi, ki a 1& mi 2yiini ti Jahéfa so
jipasé wo1ii

“*0lgrun Wa Peld Wa."® Nigba naa pi J6séfl ji 16j0 oorun ré, ¢ si se
bi &figéli Jehéfa EANAAPINRE) 6 si mu aya pE ORICINAL TEXT
si i16. Sugbon kd bs a dape

titi 6 fi bi omokunrin kan; 6 si pe oriko pe|ni Jésu. Léyin
ti a bi Jési ni Bétiléhémi £
Judia ni awon 0jé Hérddl Oba, wd 6! awon awdrawd lati

foriko ré ni Jésu, nitori dun y6d gba awon &niyan ré 1la kird nind ase
won. '’ Gbogbo éyi sele ni ti didi, ki a 1& md éyiini ti Jehéfa so
nipasé wolil

‘Ql¢run a 1610 a.'' Nigba nda ni fU ji 16j0 ocorun ré, 6 si se giga
bi &figéli Jehdfa ti ori re, 6 si mi aya re si ilé. Sugbdn kd bd a
idapo

LANGUAGE
MODELLING

titi 6 fi bi omgkiunrin kan; 6 si pe oriko 6 ni Jésu. téyin
ti a bi Jésu ni Bétiléhémi ti
Judid ni dwon 0j6 Hérddl OQba, wd 6! awon awdrawo awdrawd 1ati

Fig. 9. The recognition output of the Yortiba OCR system with the spelling checker model.

Table 5
The Performance of the Model on Different Fonts.

Font Errors  Total CER Top Character

Times Roman 642 20,462  3.138% (38,1, 1)
DejaVuSans 1560 20,982 7.435% (262,17, 1)
Ariel 3266 21,570  15.141%  (161,°7,'1)

Table 6
The Performance of the Model plus Introduction
of Spelling checker on Different Fonts,

Font Errors  Total CER

Times Roman 242 20,462 1.182%
DejaVuSans 860 20,982 4.098%
Ariel 1266 21,570  587%

Recognition output

The recognition output of the Yorithd OCR system without the spell-check correction engine is shown in Fig. 8. The upper
section designated as “original text” shows the ground-truth of the image file sent to the Yoritbd OCR system while the lower
section designated as “word recognition” shows the corresponding output from the Yoritbd OCR system. The grayed out part
of both section indicates words wherein some or all characters where altered. In the same vein, Fig. 9 shows the recognition
output of the Yorithd OCR system with the spell-checking correction engine. The upper section designated as "original text”
shows the ground-truth of the image file sent to the Yoriibd OCR system while the lower section designated as “language
modelling” shows the corresponding output from the Yorttbd OCR system. The grayed out part of both section indicates
words wherein some or all characters where altered.

Performance evaluation results

There are two test datasets used in the evaluation process. The first dataset consists of 30% of images generated from
the Times New Roman font of the Yoriibd Bible that was not used for training the Yorithd OCR systems. The total number of
text-line images are 740 and the total number of characters is 20462. The second dataset consists 758 text-line images from
DejaVuSans font style and 779 text-line images of Ariel font style both generated from the Yoritbd Bible. The results from
the model as shown in Table 5, show character error rate of 3.138% for Times New Roman font, 7.435% for DejaVuSans font
and 15.141% for Ariel font. The top confusions in applying each of the three font styles are also shown in Table 5. Although
modern OCR systems claim above 97% character accuracy for popular scripts like Arabic, for example. However, for the same
data with low-resolution images or uncommon character set, this claim can drop to lower than 70%. It is therefore difficult
to directly use the results generated from OCR system for other tasks (such as indexing for textual search and machine
translation) without expensive editing. This Standard Yoriitbd OCR model is also not an exception.

The evaluation of the system after the Spell-checking corrector has been introduced shows a considerable drop in the
character error rates. The results as shown in Table 6 shows a character error rate of 3.138% for Times New Roman font,

7.435% for DejaVuSans font and 15.141% for Ariel font. The word “Stighén” was recognised as “Ggbén” by the Yorithd OCR
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model but was corrected with the introduction of the corrector. Another example is the word "gégé” which was transcribed
as "gege” but corrected by the spell-checker.

When compared with the work of [22] which use similar architecture - bidirectional LSTM networks - to the problem of
machine-printed Latin and Fraktur recogntion, we observed that this model compete favorably. Though their result achieved
a better recognition error rate of 0.6% on English test-set, the performance will be grossly inadequate if we are to use it for
Yoriitbd machine-printed images which is a tone language.

Conclusion and future scope of work

The performance of the model shows that the farther away an image text font is from the font(s) used in training the
network, the higher the character error rate of the recognition.

There are numerous ways in which the work reported can be further extended. The performance of the Yorithd OCR
system can be improved by developing a more robust language model which can serve as an error correction subsystem
towards a drive for a better output. Furthermore, the LSTM-based OCR reported for Yorithd can be extended further to
documents with multiple font styles and sizes and to other languages with similar characterization.
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